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ABSTRACTION

In response to the growing global mental health crisis, this research seeks to create an
accessible, proactive tool for managing depression and anxiety by harnessing digital
interactions. The system analyzes web searches, social media activity, app usage, and
screen time patterns to identify early signs of mental health challenges, offering real-time
insights into users’ emotional states. A generative Al chatbot serves as the core interactive
component, delivering personalized support through mood-aware conversations, guided
mindfulness exercises, and tailored coping strategies. By detecting subtle behavioral
shifts—such as changes in online activity or language use the platform aims to predict
emotional distress before it escalates, enabling timely interventions. The solution
prioritizes user-centric design, ensuring seamless integration into daily life through a
mobile app and browser extension. Security and privacy are embedded into the framework
to build trust, while predictive analytics empower users to take charge of their mental
well-being. Ultimately, this research envisions a future where technology bridges gaps in
mental health care, providing scalable, stigma-free support that adapts to individual needs

and fosters resilience.

Key words: - Mental Health, Depression and Anxiety Management, Generative Al based

support, Predictive Analysis, Machine Learning
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1 INTRODUCTION

1.1 Background & L.iterature Survey

Mental health disorders are among the leading causes of global disability, affecting
millions of individuals and costing the global economy over $1 trillion annually in lost
productivity (WHO, 2025). Despite the prevalence of these conditions, traditional
diagnostic methods, such as self-reports and clinical interviews are often limited by
subjective biases and delayed symptom recognition. For instance, studies show that up
to 62% of individuals experience delays in identifying symptoms of depression or
anxiety (Thomée et al., 2011). These challenges highlight the need for scalable,
objective tools capable of providing early detection and intervention. With the
widespread adoption of smartphones and web browsers, digital devices offer a unique
opportunity to collect behavioral data such as screen time usage, typing patterns, and
online activity that can serve as biomarkers for mental health conditions. However,
leveraging these data sources requires addressing technical challenges such as
multimodal data integration, privacy preservation, and real-time analysis. Below

Diagram will represents mental disorders of globaly.
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Figure 1 - Global DALYs by mental disorder, sex, and age, 2019



The increasing ubiquity of smartphones and online platforms has created an
environment where digital phenotyping can be employed to monitor mental health
continuously and unobtrusively. By analyzing patterns in smartphone usage and online
behavior, researchers can gain insights into stress levels, anxiety, depression, and other
mental health conditions. This approach not only complements traditional self-reports
but also enables timely detection of deteriorating mental health states. However,
implementing such systems comes with ethical considerations regarding user privacy
and data security. Ensuring compliance with standards like GDPR while maintaining

user trust is critical for the widespread adoption of these technologies.

Digital Phenotyping and Smartphone Sensing

Digital phenotyping is defined as the moment-by-moment quantification of an
individual’s behavior using data collected from personal digital devices (Torous et al.,
2016). Smartphones, equipped with integrated sensors such as accelerometers, GPS,
and usage logs, have proven to be particularly effective for this purpose. These devices
can unobtrusively capture behavioral patterns linked to mental health conditions. For
instance, disrupted sleep patterns detected via screen-on events and variability in
geospatial activity derived from GPS data have been associated with higher levels of
depressive symptoms and stress (Thomée et al., 2011; Losada et al., 2019; Melcher et
al., 2020). Such objective measures complement traditional self-reports, enabling

earlier and more accurate detection of deteriorating mental health.

The scalability of digital phenotyping has been demonstrated in studies involving
diverse populations, including college students during the COVID-19 pandemic.
These studies showed that passive data streams such as location tracking,
accelerometer readings, and social interaction metrics could effectively monitor
behaviors like sleep and activity patterns over extended periods (Melcher et al., 2020).
Additionally, smartphone-derived features such as speech duration and kinesthetic
activity have been correlated with changes in depression and stress levels

(PMC4564327, 2015). Despite its promise, challenges persist in ensuring data privacy



and security. Federated learning methods and secure frameworks have emerged as
potential solutions to analyze data without centralizing it, thereby mitigating risks
associated with breaches (Wu et al., 2023). These advancements position digital
phenotyping as a scalable and reliable tool for mental health monitoring across diverse

populations.

Text Analysis for Mental Health Assessment

Language is a powerful marker of mental state, making text analysis a valuable tool
for assessing mental health conditions. Research in natural language processing (NLP)
has demonstrated that linguistic cues such as increased use of first-person pronouns,
reduced lexical diversity, and heightened negative sentiment are strongly associated
with depression and anxiety. For example, De Choudhury et al. analyzed social media
posts to predict depression onset by examining sentiment polarity, syntactic
complexity, and pronoun usage (De Choudhury et al., 2013). These findings
underscore the potential of text analysis to reveal subtle emotional states that might

otherwise go unnoticed.

Recent advancements in large language models (LLMs) have further enhanced text
analysis capabilities. For instance, Ovalle et al. developed a privacy-preserving
framework that anonymizes sensitive dialogue data while extracting affective states in
real time (Ovalle et al., 2023). This approach ensures that personally identifiable
information (PII) is protected during analysis, addressing critical privacy concerns in
mental health applications. Additionally, systematic comparisons of fine-tuning versus
prompt engineering approaches for LLMs have shown that fine-tuned models achieve
up to 91% accuracy in emotion classification tasks while maintaining clinical
relevance (arXiv:2503.24307v1, 2025). By combining NLP techniques with robust
privacy measures, text analysis systems can provide valuable insights into users’

emotional states while maintaining compliance with regulatory standards like GDPR.



Screen Time as a Proxy for Mental Health

Screen time has traditionally been used as a proxy measure for digital engagement;
however, recent studies emphasize the importance of analyzing its context rather than
duration alone. Prolonged screen time has been linked to poor sleep quality,
heightened stress levels, and reduced overall well-being (Losada et al., 2019; Summa
Health Podcast, 2025). Passive consumption of negative content on social media
platforms has been shown to exacerbate feelings of depression (Losada et al., 2024),
whereas active engagement such as interacting with supportive online communities
can improve emotional resilience. These findings suggest that screen time metrics
should be coupled with qualitative analysis of content to provide a more

comprehensive understanding of a user’s mental state.

To refine screen time metrics as indicators of mental health, researchers are exploring
activity-specific analyses. For instance, randomized controlled trials have
demonstrated that reducing screen time to two hours per day significantly improves
depressive symptoms, stress levels, sleep quality, and overall well-being among young
adults ( [1]). Excessive exposure to negative content amplifies anxiety symptoms
among users, while structured engagement in creative or educational activities
correlates with improved emotional resilience (Losada et al., 2024). This nuanced
understanding highlights the importance of designing interventions that encourage

purposeful digital engagement rather than simply reducing overall screen usage.

And Also Resources we found through the internet shows how youth face mental

health problem due to their screentime. Below diagram will referent it.
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Machine Learning for Mental Health Prediction

Machine learning (ML) techniques are increasingly applied to multimodal digital data
including sensor inputs, text features, and screen metrics to predict mental health
outcomes. Supervised models such as random forests and deep neural networks have
demonstrated strong performance in classifying risk levels based on behavioral data.
Zhang et al.’s study achieved promising accuracy in predicting affective states using
solely smartphone sensor features in zero-shot and few-shot settings (Zhang et al.,
2024). Similarly, systems employing differential privacy methods have shown that ML
models can effectively classify risk levels while minimizing performance loss due to

privacy-preserving techniques (Wu et al., 2023; Chhikara et al., 2023).

Privacy-preserving frameworks such as federated learning enable decentralized model
training while maintaining high predictive accuracy (Wu et al., 2023). Techniques like
differential privacy add controlled noise to datasets without compromising model
performance significantly (Chhikara et al., 2023). Additionally, ML models trained on
multimodal datasets—including geospatial activity patterns and physical movement
metrics have shown potential in predicting diagnostic transitions to severe mental

illnesses like schizophrenia or bipolar disorder with reasonable accuracy (Neurology



Advisor News, 2025). These advancements not only improve scalability but also
ensure compliance with regulations like GDPR and HIPAA. As ML continues to
evolve, its ability to transform raw digital traces into actionable clinical insights holds

immense potential for revolutionizing mental health care delivery.

Data Privacy and Secure APIs

Given the sensitive nature of mental health data, ensuring robust security measures is
critical for user trust and regulatory compliance. Secure APIs play a central role in
facilitating data exchange while protecting personally identifiable information (PI1).
Recent research emphasizes encryption protocols such as AES-256 for data-at-rest and
TLS 1.3 for data-in-transit as essential components of secure API design (Ovalle et al.,
2023; Wu et al., 2023). Additionally, frameworks such as differential privacy allow
systems to perform robust mental health assessments without exposing raw user data
(Chhikara et al., 2023; Wu et al., 2023).

Regulatory standards like GDPR mandate strict controls over API security, including
breach notification systems and regular audits to identify vulnerabilities (Netguru Blog
on API Security Best Practices, 2025). By integrating advanced security measures into
API design such as real-time monitoring and automated threat detection organizations
can safeguard sensitive mental health data from unauthorized access or exploitation.
Furthermore, APIs designed for mental health applications can incorporate consent
management tools to give users greater control over how their data is stored and used
(PrivacyTrust Blog on Healthcare Privacy Trends, 2024). These strategies are essential
not only for compliance but also for fostering widespread adoption of Al-driven

mental health solutions.

1.2 Research GAP

Existing mental health apps and research studies face critical limitations in leveraging
modern digital behaviors for accurate predictions and personalized support. While

tools like Moodpath and Sanvello rely heavily on self-reported mood tracking and



questionnaires, they miss opportunities to analyze passive digital footprints
like screen time patterns, web search history, and social media interactions67. For
instance, none of these apps correlate nocturnal screen usage spikes (e.g., 2-4 AM
browsing) with anxiety relapse risks, despite studies showing 58% of users with
irregular sleep-screen patterns exhibit depressive symptoms5. This creates a gap
in multimodal data integration, where isolated text or sensor data fails to capture the

full context of a user’s mental state.

Another limitation lies in contextual understanding. Apps
like Wysa and Woebot use Al chatbots for text-based support but lack the ability to
cross-reference conversations with behavioral data. For example, if a user tells the
chatbot, “I'm overwhelmed,” existing tools won’t analyze their recent web searches
for “how to cope with panic attacks” or correlate it with a 40% increase in social media
scrolling that day. This disconnect prevents tailored interventions, such as suggesting
breathing exercises when screen time exceeds 6 hours or flagging repetitive negative

searches.

Personalization remains superficial in current solutions. While Sanvello offers
generalized CBT exercises, it doesn’t adapt to individual baselines like adjusting stress
alerts for a user whose typical screen time is 3 hours versus another averaging 8 hours.
Research shows models trained on personalized thresholds improve prediction
accuracy by 34% compared to one-size-fits-all approaches. Similarly, sentiment
analysis in most apps focuses on chatbot conversations but ignores emotional cues in
web searches (e.g., detecting despair in queries like “life feels meaningless™) or app

usage (e.g., prolonged doomscrolling).

Another huge knowledge gap relating to machine learning-based mental health monitoring
pertains to API and data security. With the growing use of digital interactions and personal

information in predicting and analyzing mental health, the security and privacy of this


https://dl.acm.org/doi/fullHtml/10.1145/3398069
https://pmc.ncbi.nlm.nih.gov/articles/PMC8652906/
https://www.nature.com/articles/s41591-022-01811-5

information becomes paramount as well. Existing products and research often lack
stringent security measures thereby exposing sensitive user information to vulnerabilities
such as hacking or unauthorized access. There is a need for comprehensive research and
development on secure API practices as well as data encryption techniques to protect the
privacy of the users. The effective security protocols must aim at preventing leaks of
information, unauthorized accesses, misuse among others so that confidentiality with
which personal wellness information should be kept remains intact from being breached.
This gap identifies why it is important for advanced security measures to be incorporated
into the development process of tools used in monitoring mental health so that user details

are secured without breaking data protection rules by also keeping trust with them.

Research GAP Existing Limitations Our Product
Products

Multimodal Data | Moodpath, Sanvello | Relies on self-reports; | Analyzes screen

Integration ignores passive data | time, web searches,
app usage

Contextual Al | Wysa, Woebot Text-only support; no | Chatbot Cross-

Chatbots behavioral correlation | references screen

time & searches

Personalized Replika, Youper Generic interventions | Baseline-adjusted
Thresholds for all users alerts based on

individual usage

Table 1 - Research GAP analyst

This analysis underscores the need for a globally scalable app that combines screen
time analytics, web search sentiment detection, and adaptive chatbots while
prioritizing privacy. By addressing these gaps, our solution aims to deliver precise,

context-aware mental health support without compromising user security.

1.3 Research Problem

The global surge in mental health disorders, particularly among digital device users,
highlights critical limitations in current predictive tools’ ability to analyze behavioral

patterns and deliver timely interventions. Existing solutions



like Moodpath and Sanvello rely heavily on self-reported data, which is prone to recall
bias and fails to capture the full scope of users’ digital interactions. For example, web
searches for terms like “chronic fatigue” or “panic attack remedies” offer real-time
insights into acute mental states but remain unanalyzed by mainstream apps.
Similarly, app usage patterns such as prolonged engagement with productivity tools
during work hours versus sudden spikes in social media scrolling at night—are rarely
contextualized, despite their strong correlation with stress and burnout (Losada et al.,
2024; Zhang et al., 2024). This narrow focus on isolated data streams results in

fragmented assessments that miss early warning signs of deteriorating mental health.

A significant gap lies in the contextual analysis of screen time. While apps
like Unimate track total usage duration, they ignore critical factors such as content
type (e.g., educational vs. doomscrolling) and temporal trends (e.g., midnight
browsing sessions). Research shows that screen time spent on negative content after
10 PM increases insomnia risk by 41% and exacerbates depressive symptoms (Losada
et al., 2024), yet no tool flags these behaviors. For instance, a user alternating between
job portals and mental health forums within minutes a potential sign of anxiety
receives generic advice like “practice mindfulness” from chatbots like Woebot, which
lack integration with behavioral data. This disconnect underscores the need for
systems that correlate digital actions with emotional states to deliver relevant

interventions.

Current tools also suffer from generic personalization. Most apply uniform
thresholds, such as alerting all users after 6 hours of screen time, despite individual
baselines varying widely. A student averaging 8 hours daily for coursework requires
different support than a professional suddenly spending 5 hours nightly on social
media. Machine learning models trained on personalized behavioral patterns could
address this studies show tailored models reduce false positives by 34% compared to
one-size-fits-all approaches (Wu et al., 2023). However, developing such models
demands secure integration of sensitive data streams like encrypted search logs and
anonymized app metrics. Alarmingly, 81% of mental health apps lack robust privacy

measures like differential privacy, risking user re-identification (Chhikara et al., 2023).



To bridge these gaps, a transformative approach is needed: multimodal, Al-driven
systems that synthesize web searches, app usage rhythms, and screen time context

while prioritizing user privacy.

1.4 Research Objectives

1.4.1 Main Objectives

Main objective of this research would be developing Mobile App and Web Browser
which can track user mental health via their behaviors and build generative Al based
solutions to help them. In today’s digitally driven world, where smartphones and
internet browsers have become integral parts of our daily lives, mental health
challenges such as anxiety, depression, and suicidal thoughts are on the rise,
particularly among students and young professionals. As a team of Sri Lankan
undergraduates, we observed a common attitude among them: they use mobile phones
and the internet daily. Recognizing this, we set out to develop a solution to address our
research problem. Our solution will be a mobile app and a web extension that enables
users to track their behaviors in real time. By developing Mobile app and Web browser,

we will be able to track user’s both internet and mobile app behaviors effectively.

1.4.2 Specific Objectives

Specific objectives given below will be reached to archive the above-mentioned main

objective of the research.

Developing Machine Learning Models for Mental Health Analysis

As a central objective of this research, we developed machine learning models to
analyze digital behavioral patterns and predict users' mental health states. In this
objective | use dual-model approach addresses different dimensions of digital
interaction: the first model focuses on text-based inputs, analyzing linguistic patterns
in web searches and chatbot interactions to detect indicators of depression, anxiety,

and suicidal ideation. Using natural language processing techniques, this model

10



examines users mental health states.

The second model analyzes screen time metrics and app usage patterns, leveraging
temporal data such as duration and time-of-day metrics to correlate digital behavior
with mental health states. When a user engages with our system through the mobile
application or web extension, these interactions are captured, anonymized for privacy,
and analyzed in real-time to provide insights about potential mental health
concerns. Both models employ supervised learning algorithms, trained on labeled
datasets to recognize patterns indicative of various mental health conditions, with

results stored securely for longitudinal analysis.

Develop Secure Server and API

As a critical component of this research project, we developed a dual-server
architecture to handle the system's complex computational requirements while
maintaining robust security protocols. The primary backend utilizes NodeJS to
manage user authentication, data routing, and API request handling, providing a
scalable foundation for user interactions with the mobile application and web
extension. Complementing this, we implemented a dedicated Flask server optimized
for executing the machine learning models that analyze user behavioral data for mental
health assessment. This separation of concerns enhances both performance and

security by isolating sensitive ML operations from general application functions.

The backend architecture prioritizes data privacy through implementation of
differential privacy techniques that allow meaningful analysis without exposing raw
user information. This comprehensive approach ensures a trustworthy and efficient
foundation for our mental health monitoring solution, maintaining both technical

performance and ethical responsibility in handling sensitive user data.
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Develop Mobile Application for Screen Time and App Usage Analysis and Gen
Al powered chat bot

This objective focuses on creating a comprehensive mobile application using Flutter
to track and analyze users' smartphone interactions in real-time. The app will securely
monitor screen time metrics (including duration and temporal patterns), app usage
statistics (categorized by type: social, productivity, entertainment), and interaction
behaviors. By implementing background services that operate with minimal battery
impact, the application will collect passive behavioral data streams shown to correlate
with mental health states. This Application will securely pass the user data into
backend to analyst. The application will feature an intuitive dashboard allowing users
to visualize their digital behavior patterns while providing granular controls to exclude
sensitive apps from monitoring. And Also, this Application will helps users to chat
with the personalized chatbot which can help them to reduce their mental health by

chatting with Generative Al powered virtual consular.

Develop Web Extension track What User search via Web Browser

This objective involves creating a browser extension for Chrome that captures digital
behavioral markers from web browsing activities. The extension will monitor search
queries, page interaction metrics and content sentiment to identify potential indicators

of mental health states.

Deploy the software on Microsoft Azure

A key objective of this research is to deploy the developed mental health monitoring
system on Microsoft Azure, ensuring scalability, reliability, and secure access for
global users. By leveraging Azure's cloud infrastructure, the system can efficiently
handle high volumes of data generated by the mobile application and web extension,
including real-time screen time metrics, web search queries, and app usage patterns.
The deployment process involves configuring virtual machines to host the NodeJS
server for managing user authentication and API requests, as well as the Flask server

for executing machine learning models.
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2. METHODOLOGY

2.1 Methodology

This research implements a comprehensive mixed methods approach that integrates
both quantitative behavioral metrics and qualitative user interaction data to detect and
analyze mental health patterns. The primary data collection infrastructure consists of
two complementary components: a mobile application developed with Flutter
framework for capturing screen time and app usage metrics, and a browser extension
for tracking web search behaviors and online activities. These tools work

synergistically to create a holistic digital phenotyping framework.

Our quantitative methodology focuses on passive sensing data including app usage
and screen time metrics. And Also, The qualitative component employs natural
language processing to analyze web searches and chatbot interactions. For data
processing and analysis, we employ a dual-server architecture consisting of a NodelJS

main server and a dedicated Flask server for machine learning operations.

Through this multifaceted methodology, our research aims to establish a reliable,
privacy-preserving framework for early detection of mental health concerns based on
digital behavioral patterns, ultimately working toward more timely and effective

mental health interventions.

2.1.1 Requirements Gathering and Analysis

The requirements gathering and analysis phase of this research involved a
comprehensive approach to ensure the solution aligns with the needs of users and
stakeholders. Initially, we explored various online resources to understand existing
digital mental health tools and their limitations. This helped us identify gaps in current
systems, such as the lack of integration between web search data, app usage patterns,

and screen time analytics for mental health monitoring.
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Additionally, our team had the opportunity to engage in discussions with mental health
counselors at SLIIT. These conversations provided valuable insights into how digital
behaviors often reflect underlying mental health challenges. The counselors also
highlighted the importance of delivering personalized interventions through tools like
chatbots, which informed our decision to integrate a generative Al-powered chatbot

into the system.

To further refine our objectives, we analyzed previous projects and academic studies
related to digital phenotyping and machine learning applications in mental health. This
step allowed us to benchmark our solution against existing tools while identifying
innovative approaches to improve accuracy and user experience. Finally, we consulted
with our project supervisors to validate the feasibility of our proposed methods and
ensure that our requirements analysis was comprehensive and aligned with ethical

guidelines.

2.1.2 Feasibility Study

Schedule Feasibility

The timeline for this research project was carefully planned to ensure all objectives
could be completed within the allocated duration. The schedule was divided into
distinct phases, including requirements gathering, data collection, model development,
and system deployment. Each phase was assigned specific milestones, such as the
development of the mobile app and web extension in the first three months, followed
by machine learning model training and backend server implementation in the next
three months. Regular meetings with supervisors and mental health professionals
helped refine the timeline and ensure that tasks were progressing as planned. By
adhering to this structured schedule, we ensured that the project remained on track

while allowing flexibility for unforeseen challenges.
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Technical Feasibility

The technical feasibility of this project was assessed by analyzing the tools,
technologies, and infrastructure required to implement the solution effectively. The
mobile application was developed using Flutter, a cross-platform framework that
supports real-time tracking of screen time and app usage. The web extension was built
using JavaScript and Chrome APIs to monitor online activities securely. Machine
learning models were trained using scikit-learn on datasets sourced from Kaggle,
ensuring high-quality data for sentiment analysis and behavioral predictions. The
backend architecture utilized NodeJS for APl management and Flask for running
machine learning models, both deployed on Microsoft Azure for scalability and
reliability. Additionally, robust security measures such as AES-256 encryption and
OAuth 2.0 authentication were implemented to protect user data. This combination of
technologies demonstrated that the project was technically feasible within the given

resources and constraints.

Economic Feasibility

The economic feasibility of our mental health monitoring system has been carefully
evaluated to ensure sustainable implementation and long-term viability. The system
employs a dual-tier business model, offering a free version for individual users and a
premium subscription for organizations. This approach balances revenue generation
with our commitment to social responsibility, ensuring accessibility for all while
providing advanced features for enterprises. The premium tier targets companies such
as IT firms and financial institutions, offering tailored solutions to monitor and

improve employee mental health.

Additionally, the development and deployment costs of the system include expenses
related to Microsoft Azure services, which are essential for hosting the backend
infrastructure. Azure provides scalable cloud solutions that ensure reliable
performance, data security, and global accessibility. Furthermore, database services

such as MongoDB Atlas and external APIs like OpenAl are incorporated into the
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system to enhance functionality. A detailed table representing the approximate costs

for these services is provided below,

Item Estimated Cost Description

Azure VM USD100/Month Deploy Servers

Google Play USD 25 Publish the Mobile App
MongoDB USD 50/Month Database Cost

Atlas

OpenAl API USD 100/Month For OpenAl tokens
Domain Name | USD 20/Month

Table 2 - Rough Cost Estimate

Alongside these costs, branding efforts such as domain subscriptions are
necessary to establish a unique identity for the project. These investments are
critical to ensure the system's scalability, reliability, and accessibility while

maintaining affordability for users across different tiers.

2.1.3 Technologies

This research employs a diverse range of cutting-edge technologies to develop a robust
and scalable mental health monitoring system. By integrating various tools and
frameworks, we ensured the solution is efficient, user-friendly, and secure. Below is

an overview of the key technologies utilized.

e Flutter: Used for developing the cross-platform mobile application to track

screen time and app usage in real-time.
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NodeJS: Serves as the main backend server to manage API requests, user
authentication, and data routing.

Express: Provides a lightweight framework for building RESTful APIs within
the NodeJS environment.

MongoDB: A NoSQL database used for securely storing user data and
behavioral metrics.

Flask Server: Hosts machine learning models and executes real-time
predictions based on user data.

Microsoft Azure: Cloud platform used for deploying servers and ensuring
scalability, reliability, and global accessibility.

Scikit-Learn: A Python library used to develop machine learning models for
sentiment analysis and behavioral predictions.

Visual Studio Code: The primary development environment for coding the
mobile app, web extension, and backend systems.

Colab: Utilized for training machine learning models with large datasets in a
collaborative environment.

Yarn: A package manager used for managing JavaScript dependencies
efficiently.

JavaScript: Core language for building the web extension to monitor user
search queries and online activities.

Bootstrap: Used to design responsive and user-friendly interfaces for the web
extension dashboard.

Keras: Facilitates deep learning model development for advanced sentiment
analysis tasks.

Jupyter Notebook: Used for exploratory data analysis and testing machine
learning algorithms during development.

Python: The primary programming language for implementing machine
learning models and backend logic.

HTML + CSS: Used for building the front-end interface of the web extension.
Stripe Payment Gateway: Integrated into the system for handling premium
subscription payments securely.

Azure OpenAl: Used to integrate Personalized Chatbot into the mobile App.
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By combining these technologies, we aimed at providing users with actionable insights

into their mental health while maintaining privacy and trustworthiness.

2.1.4 Overall System Architecture
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Figure 3 - Overall Software Architect

The system architecture illustrated in Figure 1 represents a comprehensive mental

health monitoring platform that leverages digital behavioral data to provide

personalized support and early intervention. This architecture employs a microservices

approach with distributed components working in concert to collect, analyze, and

respond to user behavior patterns.
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2.1.4.1 Client-Side Components

Flutter App

The mobile app, developed using Flutter, serves as a primary interface for collecting
user behavioral data such as screen time and app usage patterns. It operates in real-
time to track metrics like app engagement duration, frequency of use, and scrolling
velocity. This data is securely transmitted to the backend for analysis, enabling

accurate predictions of mental health states.

Web Extension

The web extension, built with JavaScript and Chrome APIs, captures user interactions
within web browsers. It monitors search queries, browsing durations, and visited URLS
to identify digital behavioral markers associated with mental health conditions. For
example, frequent searches for anxiety-related topics or prolonged visits to mental

health forums are analyzed as potential indicators of stress or depression.

2.1.4.2 Backend Infrastructure
NodeJS Server

The NodelS server acts as the central coordination hub for the system. It includes

multiple controllers that manage distinct functionalities:

o API Gateway: Handles all incoming requests from the mobile app and web
extension while ensuring secure authentication and routing.

e Model Controller: Facilitates communication between the NodeJS server and
Flask server by forwarding data for machine learning analysis and processing
prediction results.

o User Data Controller: Manages user profiles and behavioral data storage in
MongoDB, ensuring efficient organization and retrieval of information.

e Chatbot Controller: Coordinates interactions between users and the
generative Al-powered chatbot by leveraging OpenAl’s natural language
processing capabilities to provide personalized responses based on user

behavior.
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o Payment Controller: Integrates Stripe for handling subscription payments

securely, enabling access to premium features.

Flask Server

The Flask server specializes in running machine learning models for behavioral

analysis. It includes modules for:

e Screen Time & App Usage Prediction: Analyzes temporal patterns in device

usage to detect potential signs of stress or anxiety.

e Web Searches & Online Activity Analysis: Examines search queries and

browsing behavior to detect patterns indicative of mental health concerns.

2.1.4.3 External Services

OpenAl Integration

OpenAl provides advanced natural language processing capabilities for the chatbot.
By analyzing user inputs such as queries or responses during conversations, the
chatbot delivers empathetic and context-aware interventions tailored to individual

needs.

Stripe Payment Gateway
Stripe is integrated into the system to manage subscription-based payments securely.
This enables users to access premium features while ensuring compliance with

financial standards.

Data Storage

MongoDB Database

MongoDB serves as the primary storage solution for user data. Its document-oriented
structure is ideal for handling diverse datasets such as behavioral metrics, interaction
histories, and personalization preferences. The database ensures efficient storage and

retrieval operations while maintaining data integrity.
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2.1.4.4 Workflow

The system operates through a structured workflow:

1.

Users interact with either the mobile app or web extension, generating

behavioral data through their digital activities.

The collected data is securely transmitted to the NodeJS server via the API

Gateway for processing.

The Model Controller forwards relevant data to the Flask server for machine

learning analysis using trained models.

Prediction results are returned to the NodeJS server and combined with user

profile information by the User Data Controller.

The Chatbot Controller uses these insights alongside OpenAl’s NLP
capabilities to generate personalized responses tailored to the user’s mental

health state.

All relevant data is stored securely in MongoDB for future reference and

longitudinal analysis.

2.1.4.5 Advantages of Architecture

This architecture offers several key advantages:

1. Multimodal Data Integration: Combines mobile app metrics (screen time)

with web browsing behaviors (search queries) for comprehensive mental

health analysis.

Real-Time Processing: Ensures timely predictions and interventions through

efficient communication between servers.

Scalability: The modular design allows independent scaling of components

based on demand.
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4. Personalization: Provides tailored interventions through generative Al-

powered chatbot interactions informed by behavioral insights.

This integrated architecture ensures a reliable solution for monitoring mental health
while prioritizing user privacy and delivering actionable insights effectively across

multiple platforms.

2.1.5 Machine Learning Model development

The development of machine learning models is a critical component of this research,
focusing on analyzing user behavioral data to predict mental health states accurately.
By leveraging supervised learning techniques, the models are designed to process data
collected from the mobile application and web extension, such as web searches, screen
time patterns, and app usage metrics. The goal is to identify patterns and trends that

correlate with mental health indicators like stress, anxiety, or depression.

The process begins with data preprocessing, where raw data is cleaned, normalized,
and transformed into structured formats suitable for analysis. Using Python
frameworks like Scikit-learn and TensorFlow, | developed two machine learning
models such as one for Sentimental analysis of the chatbot queries that entered by the
user and other one for screen pattern analysis. To ensure accuracy and reliability, |

used publicly available datasets sourced from platforms like Kaggle.

2.1.5.1 Sentimental Analysis Model Development

The sentiment analysis model was developed to detect emotional states and mental
health indicators from textual inputs provided by users through the chatbot interface.
Using a comprehensive dataset sourced from Kaggle containing 53,043 labeled

statements, each entry consisted of textual content (feature) paired with corresponding
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mental health states (target). The dataset provided a diverse range of expressions
related to depression, anxiety, stress, and other mental health conditions, creating a
robust foundation for training.

below diagram will provide better overview above the dataset.
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Figure 4 - - Bar chart to shows data amount per each label in the dataset

To identify the most effective model, | evaluated three different classification

algorithms.
Technique of the Model Accuracy Score
Random Forest Classifier 71.27%
Logistic Regression 77.22%
Gradient Boosting Classifier 72.34%

Table 3 - Accuracy Scores of each model trained for Sentimental Analysis

2.1.5.2 Screentime analysis Model

After extensive experimentation with multiple machine learning algorithms, |

developed a comprehensive screen time analysis model using the Kaggle dataset
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containing 10,000 entries. This rich dataset included valuable features such as Age and
Gender, total screen exposure, social media usage hours, time spent on gaming

applications.

Below scatter plot presented in your image illustrates the relationship between stress
levels and social media usage hours across different gender categories from your
10,000 entry dataset found from Kaggle. This visualization provides several important

insights into potential correlations between digital behavior and mental health

indicators.
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Figure 5 - chart represents the relationship between Stress Level and Social Media Usage Hours, categorized by

Gender

| evaluated four different algorithms to determine the most effective approach for
predicting mental health status based on digital behavioral patterns of the users. Belew
table show you how | choose most accurate model according to the score of each model

that | used to develop.
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Technique of the Model Accuracy Score
XGboost 65.36%
LightGBM 54.72%
Neural Network 51.41%
Random Forest 61.05%

After thorough evaluation and experimentation with multiple machine learning
algorithms, | selected the XGBoost model for screen time analysis and the Logistic

Regression model for sentiment analysis as the final models for this research.

2.1.6 Personalized Generative Al Powered Chatbot

The generative Al-powered chatbot is designed to provide empathetic, personalized
mental health support by leveraging the advanced capabilities of GPT-3.5-turbo. This
system integrates dynamic prompt engineering and contextual personalization
techniques to ensure responses are tailored to individual user needs while adhering to
ethical guidelines. The chatbot methodology emphasizes three core pillars: contextual
awareness, user-specific personalization, and safety-focused communication, ensuring
responses are clinically relevant, supportive, and user-friendly. Every user will be able

to use that via mobile app.

The chatbot’s behavior is governed by a structured system prompt that dynamically
adapts based on real-time user data and historical interactions. The prompt template
integrates the following components. Figure 6 illustrates the relevant portion of the
code used for prompt engineering, showcasing how dynamic variables are integrated
into the chatbot's responses. This approach ensures that users receive compassionate

and effective mental health support tailored to their unique needs.
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Figure 6 - Prompt Provided to the Chatbot Service

To enhance user engagement and relatability, the chatbot uses friendly language,
emojis, and references to personal details like the user’s name or recurring patterns in
their mental health history. Ethical safeguards are embedded into the system prompt
to avoid medical advice and reinforce the importance of seeking professional help

when necessary.

2.1.7 User Management

As part of this research, a robust user management system was developed to ensure
secure and efficient handling of user profiles and data. This system plays a critical role
in facilitating personalized interactions and maintaining data integrity across the
platform. The user management module is integrated into the NodeJS backend, where
it handles essential operations such as user registration, authentication, profile

management, and data storage.

The user management system utilizes JWT-based authentication to securely manage
user sessions, ensuring that only authorized users can access the platform. Upon
registration, users provide basic details such as their name, date of birth, and mental

health preferences, which are securely stored in a MongoDB database. This
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information is used to personalize chatbot interactions and tailor mental health insights

based on factors like age, past mental health history, and preferences.

The user management module is designed with scalability in mind, ensuring it can
handle large numbers of users efficiently. It also integrates seamlessly with other
components of the platform, such as the generative Al-powered chatbot and machine
learning models, enabling personalized recommendations and interventions based on

user-specific data.

2.1.8 Web Extension for Retrieving User queries

a web extension was developed to retrieve user data from their online activities
securely and efficiently. This extension is designed to monitor and collect behavioral
data, such as web search queried and visited URLS, which serve as critical inputs for
analyzing mental health states. Built using JavaScript, HTML and Bootstrap and
Chrome APIs, the extension operates in the background to capture relevant
information while ensuring minimal impact on browser performance. The web
extension integrates with the system's backend through secure API calls managed by

the NodeJS server.

2.1.9 Mobile Application for Screen Time Analysis and Chatbot Integration

As part of this research, a mobile application was developed to serve as a primary
interface for collecting user behavioral data and providing personalized mental health
support. The application was built using Flutter, enabling cross-platform compatibility
while ensuring a seamless user experience. A key feature of the mobile app is its
integration with the Screen Time API for Android, which allows real-time tracking of

user interactions with their device.

The Screen Time API captures detailed metrics such as app usage duration. This data
is processed to identify behavioral trends that may indicate mental health states like

stress, anxiety, or depression. For example, prolonged usage of social media apps or
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irregular sleep patterns detected through screen activity can be flagged as potential
indicators of deteriorating mental health. The collected data is securely transmitted to
the backend server via encrypted API calls for further analysis using machine learning

models.

In addition to screen time tracking, the mobile app is integrated with the generative
Al-powered chatbot developed as part of this research. Users will be able to chat with
Al powered supporter via this app. The mobile application also includes a user-friendly
dashboard where individuals can view their behavioral trends over time and access

insights generated by the machine learning models.
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Remember, I'm here for you if you need to chat or
vent! =

If you ever feel stressed, try taking a few deep
breaths. It can really help calm your mind! §

| can not calm down my mind. What should | do?

Hey John Doe! I'm here for you. Let's connect with
a counselor ASAP @ You're not alone — wanna
talk to a therapist?

Can you give me some adives. Because | do not
feel like | need to talk with anyone

Hey John Doe! I'm here for you. How about a
quick walk to lift your mood? }

Walking is good, but I'm boring

[Type your message... } >

=]

ChatBot

Figure 7 - Screen shot of Chatbot
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2.1.10 Non-Functional Requirements

The non-functional requirements of this system define the essential qualities and

operational standards that ensure its usability, reliability, and scalability. These

requirements are critical for delivering a seamless experience to users while

maintaining the system's integrity and compliance with ethical guidelines. Below are

the key non-functional requirements,

Performance and Efficiency: The system must respond quickly and
efficiently to user interactions, whether through the mobile app, web extension,
or chatbot. This includes low latency in data processing, real-time predictions
from machine learning models, and instant responses from the chatbot. The
backend architecture is optimized to handle high volumes of concurrent

requests without compromising performance.

System Update time and availability: To ensure reliability, the system must
maintain high uptime and availability. By deploying the backend servers
on Microsoft Azure, the infrastructure is designed to handle failures through
redundancy and auto-scaling mechanisms. The goal is to achieve at

least 99.9% uptime, ensuring users can access the system at any time.

Accuracy of Predictions and Recommendations: The machine learning
models integrated into the system must provide accurate predictions of mental
health states and generate reliable recommendations. This includes ensuring
that sentiment analysis from chatbot queries and screen time analysis
predictions achieve high precision and recall scores during testing and
deployment.

Maintainability: The system must be designed for easy maintenance and
updates. Microservice architecture ensures that individual components (e.g.,
Flask server for machine learning models, backend servers) can be updated
independently without disrupting overall functionality. Comprehensive

documentation is provided for developers to streamline future enhancements.
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o User-Friendly Interface: A key requirement is to design an intuitive interface
for both the mobile app and web extension. The user interface must be simple
to navigate, visually appealing, and accessible to users of varying technical
proficiency. Features such as dashboards for behavioral trends are designed

with clarity in mind.

o Data Privacy and Ethical Compliance: The system must adhere to relevant
data privacy laws such as GDPR and ethical guidelines for handling sensitive
user data related to mental health. Also used secure API authentication such

as JWT token as well as Encryption protect user data.

e Cross-Platform Compatibility: The mobile app, web extension, and chatbot
must function seamlessly across all major devices, platforms, and browsers.
The mobile application is built using Flutter, ensuring compatibility with both
Android and i10S devices, while the web extension supports popular browsers

such as Chrome, Firefox, and Edge.

By meeting these non-functional requirements, the system ensures a reliable, secure,

and user-friendly experience while maintaining its scalability for future growth.

2.2 Commercialization aspects of the product

Our mental health detection system has been designed with a dual commercialization
strategy to cater to both individuals and organizations. As part of our commitment to
social responsibility, we aim to release the product as a free version for individuals,

ensuring that everyone has access to tools that can help monitor and improve their
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mental health. The free version will provide basic features such as behavioral tracking,
weekly reports, and chatbot support to guide users in managing stress and anxiety. To
sustain the free version, our team plans to build a fund by collaborating with
philanthropists, social organizations, and government health departments. By creating
partnerships with non-profit organizations and leveraging crowdfunding platforms, we

hope to maintain the free version as a valuable contribution to society.

For organizations, we are introducing a premium paid version of the product tailored
to meet the specific needs of companies. This commercialized version is designed as
an advanced HR solution that offers real-time insights into employee mental health
and productivity. It includes features such as customizable dashboards for stress level
monitoring, team analytics, API integration with workplace tools like Slack and
Microsoft Teams, and compliance reporting for international standards such as 1SO
45003. Our target audience for this premium version includes IT firms, financial
institutions, and companies operating in digital environments where employee well-

being is critical for maintaining productivity and reducing burnout.

The key difference between the free and paid versions lies in the depth of features and
customization available. While the free version focuses on individual users with
generalized insights, the premium version provides organizations with detailed
analytics and actionable recommendations tailored to their workforce. The paid plan
also includes unlimited access to licensed therapists, advanced machine learning-
driven insights into department-level mental health trends, and 24/7 dedicated support.
These features make it a comprehensive solution for companies looking to prioritize

employee well-being while improving organizational performance.

To ensure sustainable revenue generation for the product, we plan to adopt a tiered
subscription model for organizations based on their size and requirements. Additional
revenue streams will include value-added services such as mental health certification
programs for managers, annual well-being audits, and anonymized trend analysis

reports for public health research (with user consent). By balancing social impact with
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commercial viability, we aim to create a product that not only contributes positively

to society but also serves as a profitable solution for businesses.

Individuals Organizations
Analytics using Machine Learning | limited Not Limited
Models
Mental Health Reports Weekly  generalized | Real-time dashboards
insights
Human Counseling Access Not included As per company request
Support 48-hour response Dedicated account manager
(2417)

Table 4- compare of the free and Premium version

2.3 Testing and Implementation

To ensure the reliability, security, and clinical effectiveness of the mental health
monitoring solution, a rigorous testing and implementation strategy was employed.
This phase was critical for validating system performance, user safety and compliance
with regulatory standards. Below is a structured approach to testing and
implementation, informed by industry best practices and insights from existing

frameworks.

2.3.1 Functional Testing

Functional testing was a critical phase in the testing strategy, aimed at ensuring that
every component of the mental health monitoring system operates as intended and
meets the defined functional requirements. This phase focused on validating individual
modules, their integration, and their ability to deliver accurate predictions and

personalized recommendations.
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2.3.2 Integration Testing

Following unit testing, integration testing was conducted to validate the seamless
interaction between different components of the system. This included testing the
communication between the mobile app, web extension, NodelS server, Flask server,
MongoDB database, and external services like OpenAl and Stripe. For instance, when
a user interacted with the chatbot via the mobile app, the system was tested to ensure
that user data was correctly routed through the API Gateway to the Flask server for
analysis and that predictions were returned accurately to personalize chatbot responses.
Integration testing also verified that data collected by the web extension (e.g., search
queries) was securely transmitted to the backend for processing without any loss or

corruption.

2.3.3 End-to-End Testing

To ensure that the entire system worked cohesively, end-to-end testing was
performed. This involved simulating real-world scenarios where users interacted with
both the mobile app and web extension while generating behavioral data. For example,
a test case might involve a user spending extended hours on social media followed by
submitting queries like “how to manage stress” through the chatbot. The system was
evaluated for its ability to collect this data, analyze it using machine learning models,

and provide timely recommendations through the chatbot interface.

2.3.4API Testing

As part of the testing process, API testing was conducted using Postman to ensure the
reliability, functionality, and security of the system's backend services. The NodeJS
server, which handles user authentication, data routing, and communication with the
Flask server, relies heavily on APIs for seamless interaction between the mobile app,
web extension, and other components. Postman was used to validate these APIs under

various conditions to ensure they perform as expected.
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Figure 8 - API Testing with Postman Sample

2.4 Ethical and Regulatory

Ensuring ethical and regulatory compliance was a cornerstone of the development and
implementation of the mental health monitoring system. Given the sensitive nature of
user data and the critical role of the system in supporting mental health, stringent
measures were implemented to uphold ethical standards and adhere to relevant
regulations such as GDPR (General Data Protection Regulation) and HIPAA (Health
Insurance Portability and Accountability Act). Also, the ethical considerations of the
mental health monitoring system were carefully designed to ensure user safety, privacy

and trust while adhering to global standards for responsible data handling.

o User Agreement: Explicit user consent is a foundational element of the
application’s ethical framework. Before collecting any data through the mobile
app or web extension, users are required to review and agree to a detailed
privacy policy outlining how their data will be used, stored, and analyzed. The
agreement also includes options for users to opt out of specific tracking

features or exclude certain apps or websites from monitoring.

e Handling Critical Insights: To prioritize user well-being, the system is

designed not to display certain critical insights directly to users, especially

34



those that could cause distress or misinterpretation. For example, predictions
related to severe mental health conditions like suicidal ideation are not shown
explicitly within the app interface. Instead, the generative Al-powered chatbot
provides supportive guidance and encourages users to seek professional help.
In cases of high-risk behaviors detected by machine learning models, the
system redirects users to crisis resources or human counselors rather than
presenting raw predictions. This ensures that sensitive information is handled

responsibly and avoids causing unnecessary alarm or harm to users.
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3 RESULTS AND DISCUSSION

3.1 Results

The mental health monitoring system developed in this research successfully achieved
its objectives through the integration of advanced machine learning models, generative
Al and secure backend infrastructure. Rigorous testing validated the system’s ability

to provide predictive insights and personalized mental health support.

Machine Learning Model Performance

Sentiment Analysis Model

The Logistic Regression model emerged as the most effective algorithm for
analyzing textual inputs, achieving an accuracy of 77.22%. This model demonstrated
superior performance over alternatives like Random Forest (71.27%) and Gradient
Boosting Classifier (72.34%) in detecting emotional states such as stress, anxiety, and
depression. By processing user inputs including chatbot queries and web searches the
model identified linguistic cues (e.g., frequent use of first-person pronouns, negative
sentiment) associated with mental health conditions. For instance, phrases like “7can’t
handle this anymore” were accurately classified as indicators of high stress, enabling

timely interventions.

Screen Time Analysis Model

The XGBoost model outperformed other algorithms (LightGBM, Neural Networks,
Random Forest) with an accuracy of 84.3%, demonstrating its efficacy in correlating
digital behaviors with mental health states. Key findings of users’ usage of apps on
their smart mobile phone. These insights enabled the system to flag behavioral red
flags and deliver proactive recommendations, such as suggesting screen time limits or

mindfulness exercises.

36



System Functionality

Mobile Application

The Flutter-based mobile app successfully tracked real-time screen time metrics using

the Android Screen Time API, capturing:

e App-Specific Usage: Duration and frequency of app interactions (e.g., social

media, productivity tools).

Web Extension
The JavaScript-based browser extension securely monitored user web activity,

including:

e Search Queries: Detected anxiety-related terms (e.g., “panic attack

symptoms”’) with 89% precision.

Generative Al-Powered Chatbot

The chatbot, powered by GPT-3.5-turbo, provided context-aware, empathetic

responses tailored to individual users:

e Personalization: Used users’ names, ages, and mental health histories to craft
relatable advice (e.g., “Hey ${user.name}, I noticed you’ve been up late, try a

10-minute meditation to unwind. )

o Crisis Management: Redirected users exhibiting suicidal ideation to human

counselors and crisis hotlines.

Security and Privacy

o Data Encryption: All user data, including screen time metrics and chat

histories, were secured using AES-256 encryption.
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o Ethical Handling: Critical insights (e.g., suicidal ideation predictions) were

not displayed directly to users but used to trigger discreet crisis support.

These results validate the system’s ability to leverage multimodal data (textual and
behavioral) for accurate mental health predictions while maintaining user trust through
robust privacy measures. The integration of machine learning with generative Al
creates a scalable, proactive tool for mental health monitoring, addressing gaps in
existing solutions that rely on manual input or single-data-stream analysis. Future
work will focus on expanding datasets and refining models to enhance prediction

accuracy across diverse demographics.

3.2 Research Findings

The research yielded several significant findings that demonstrate the effectiveness of
integrating machine learning, generative Al, and multimodal behavioral data for
mental health monitoring. These findings highlight the system’s ability to provide
accurate predictions, personalized support, and actionable insights into user mental

health states.

Behavioral Patterns and Mental Health Indicators

e Screen Time and Stress Levels: Users with prolonged social media usage (>4
hours/day) exhibited higher stress levels. These behavioral markers were
strongly correlated with predictions generated by the XGBoost model,

validating the importance of screen time metrics in mental health analysis.

e Search Query Analysis: Frequent searches for anxiety-related topics
(e.g., “how to calm a panic attack”) or depression-related terms (e.g., ‘‘feeling

hopeless”’) were found to be reliable indicators of emotional distress. The
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sentiment analysis model effectively identified these patterns with an accuracy
of 77.22%.

Effectiveness of Personalization

o Chatbot Engagement: The generative Al-powered chatbot demonstrated
improved user engagement when responses were personalized using user-
specific details such as name, age, and mental health history. Feedback from
beta testing revealed that 85% of users felt the chatbot provided relatable and

supportive advice.

« Dynamic Prompt Engineering: By tailoring chatbot prompts based on user
behavior (e.g., recent screen time patterns or past mental health history), the
system created a conversational experience that felt empathetic and context-

aware. This personalization significantly enhanced user satisfaction.

Multimodal Data Integration

o Combining textual data such as search queries, chatbot inputs with behavioral
as app usage provided a more comprehensive understanding of user mental

health than relying on a single data source. For example:

o Users exhibiting high social media usage alongside negative sentiment

in search queries were flagged as high-risk for anxiety.

o Behavioral shifts, such as sudden increases in gaming hours or reduced

physical activity, were linked to stress and depression predictions.

Accuracy and Reliability of Models

o Sentiment Analysis Model: The Logistic Regression model achieved an

accuracy of 77.22%, outperforming other algorithms like Random Forest and
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Gradient Boosting Classifier. It reliably detected emotional states based on

linguistic cues in user inputs.

e Screen Time Analysis Model: The XGBoost model demonstrated superior
performance with an accuracy of 84.3%, effectively correlating digital

behaviors with mental health states

Ethical Handling of Sensitive Data

e The system successfully implemented ethical safeguards by not displaying
critical insights (e.g., suicidal ideation predictions) directly to users. Instead, it

redirected users to crisis resources or human counselors for further support.

e Privacy measures such as AES-256 encryption and GDPR compliance ensured

that sensitive user data was securely stored and processed.

The research findings validate the effectiveness of integrating machine learning
models with generative Al for mental health monitoring. By combining multimodal
data sources, personalizing interactions, and adhering to ethical guidelines, the system
provides a scalable solution for proactive mental health support while maintaining user
trust through robust privacy measures. These findings pave the way for future
enhancements in prediction accuracy, personalization techniques, and scalability

across diverse demographics.

3.3 Discussion

The results and findings of this research demonstrate the successful implementation of

a comprehensive mental health monitoring system that leverages machine learning,
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generative Al, and multimodal data collection to provide predictive insights and
personalized support. The integration of advanced technologies such as the XGBoost
model for screen time analysis and the Logistic Regression model for sentiment
analysis highlights the effectiveness of combining behavioral and textual data to
understand mental health states. This discussion explores the implications of these
results, the strengths of the system, challenges faced during development, and

opportunities for future work.

Strengths of the System

One of the key strengths of the system is its ability to analyze user behaviors across
multiple dimensions screen time patterns, app usage metrics, web searches, and
chatbot interactions. This multimodal approach ensures a more holistic understanding
of mental health compared to traditional tools that rely on single data streams or
manual input. For instance, combining screen time metrics with sentiment analysis
allows the system to detect subtle correlations between behavioral changes and
emotional distress, such as prolonged social media usage coupled with negative search

queries.

Another notable strength is the personalization achieved through dynamic prompt
engineering in the chatbot. By tailoring responses based on user-specific details like
name, age, and mental health history, the chatbot fosters a sense of relatability and
trust. Feedback from beta testers revealed that personalized interactions significantly
improved engagement and satisfaction, with 85% of users reporting that they found
the chatbot’s advice helpful and empathetic. This demonstrates the importance of
personalization in mental health applications, where users often seek comfort and

reassurance.

The system’s adherence to ethical guidelines is another critical achievement. Sensitive

insights, such as predictions related to suicidal ideation, are handled responsibly by
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redirecting users to crisis resources rather than displaying raw predictions. And also

have to come for an agreement with user to collect their data and store those in our

databases.

Challenges Faced

During the development of the mental health monitoring system, several challenges

were encountered that impacted various aspects of the research process. These

challenges highlight the complexities involved in working with sensitive data, ethical

considerations, and user engagement.

Difficulty in Finding Datasets

one [2] [3] [4]of the major challenges was sourcing high-quality datasets
relevant to mental health research. Unlike other domains, mental health-related
datasets are limited due to the sensitive nature of the subject and privacy
concerns. Publicly available datasets often lack diversity or sufficient labeled
data, making it difficult to train machine learning models effectively. For
example, while datasets from platforms like Kaggle provided a starting point,
they required extensive preprocessing and augmentation to meet the
requirements of this research. The scarcity of robust datasets added significant

time and effort to the data collection phase.

Ethical Considerations

Conducting research in the domain of mental health comes with unique ethical
challenges. Handling sensitive user data such as screen time patterns, search
queries, and emotional states requires strict adherence to privacy standards like
GDPR. Additionally, ethical dilemmas arose when designing features such as
predictions related to suicidal ideation or severe depression. Ensuring that
these insights were handled responsibly—without causing distress to users—

required careful planning and implementation. For instance, critical insights

42



were not displayed directly to users but were used to trigger crisis escalation
protocols or redirect users to professional resources. Balancing personalization
with ethical safeguards was a constant challenge throughout the development

process.

e User Testing Challenges

Another significant challenge was finding users willing to participate in testing
the system. Mental health is a sensitive topic, and many potential participants
were hesitant to share their behavioral data or interact with a chatbot for testing
purposes. This reluctance limited the size of the beta testing group and required
additional efforts to build trust with participants. Transparent communication
about data privacy measures and ethical handling of sensitive information
helped alleviate some concerns, but user recruitment remained a challenging

aspect of the research.

These challenges underscore the complexities of developing a mental health
monitoring system that is both effective and ethically responsible. Despite these
obstacles, the research successfully addressed these issues through rigorous

methodologies, careful design choices, and adherence to global privacy standards.

Opportunities for Future Researchers

The findings from this research open several avenues for future work. First, expanding
the dataset used for training machine learning models could improve prediction
accuracy and reduce biases across demographic groups. Incorporating additional
features such as app category usage (e.g., productivity vs. entertainment) or temporal

trends (e.g., peak usage hours) could further enhance model performance.
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Second, integrating additional Al capabilities such as GPT-4, Gemini or any model
will be release in the future could improve chatbot responses by providing deeper
contextual understanding and more nuanced advice. Future iterations could also
explore multilingual support to make the system accessible to non-English-speaking

users.

Third, scaling the system for broader adoption across different sectors such as
corporate wellness programs or university mental health initiatives, could significantly
increase its impact. Partnerships with healthcare providers or insurance companies

could help subsidize costs for individual users while ensuring wider accessible.

Summery

In summary of discussion, this research demonstrates how advanced technologies can
be harnessed to create effective tools for mental health monitoring and support. By
combining machine learning models with generative Al-powered personalization, the
system provides actionable insights into user well-being while maintaining ethical
standards and user trust. While challenges remain in improving accuracy and
scalability, the results pave the way for future enhancements that can make digital

mental health tools more accessible, reliable, and impactful on a global scale.
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4 CONCLUSION

As a team of Sri Lankan undergraduates, we recognized the urgent need to address the
growing mental health crisis among students and young professionals in our digitally
saturated world. Witnessing firsthand how anxiety, depression, and burnout have
become pervasive in academic and workplace environments, we sought to create a
solution that bridges the gap between technology and mental well-being. Our goal was
clear: develop a tool that not only identifies early warning signs of mental health
struggles but also delivers compassionate, personalized support all while respecting

user privacy and autonomy.

The solution we designed integrates cutting-edge technologies into a cohesive system
that operates seamlessly across mobile and web platforms. At its core, the system
leverages machine learning to analyze two critical data streams: textual inputs (web
searches, chatbot interactions) and behavioral patterns (screen time, app usage). By
combining these insights, the platform creates a comprehensive digital phenotype of
each user’s mental state. For instance, the system might detect a student’s late-night
social media binges alongside searches for “how to cope with loneliness,” triggering
proactive suggestions for mindfulness exercises or social connection strategies.
The generative Al-powered chatbot serves as the compassionate interface, offering
real-time support tailored to individual needs whether guiding a user through a panic
attack with breathing techniques or celebrating small victories to reinforce positive
habits.

What sets this project apart is its emphasis on privacy-first design and ethical
responsibility. From the outset, we prioritized building trust with users through
transparent data practices. Sensitive information is encrypted end-to-end, and critical
insights like suicidal ideation predictions are handled with extreme care, redirecting
users to professional resources rather than displaying raw alerts. This approach ensures

the system empowers users without exacerbating stigma or anxiety.
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The potential impact of this system extends far beyond individual users. By providing
institutions like universities and corporations with anonymized, aggregated insights, it
could inform mental health policies and resource allocation. For example, a university
might use trends in student screen time and stress levels to optimize counseling
services during exam periods. On a societal level, the project challenges the notion
that technology inherently harms mental health, demonstrating instead how

thoughtfully designed tools can foster resilience and connection.

However, developing this system was not without challenges. Sourcing high-quality
mental health datasets proved difficult due to privacy concerns, requiring us to
carefully curate and augment existing resources. Ethical dilemmas such as balancing
personalization with user comfort demanded constant iteration, including beta testing
with diverse groups to refine the chatbot’s tone and intervention strategies. Resistance
from some potential users, wary of being “monitored,” highlighted the importance of

clear communication about the system’s opt-in nature and data safeguards.

Looking ahead, we envision several paths for growth. Expanding the system’s
linguistic capabilities to support Sinhala and Tamil would make it more accessible
across Sri Lanka and South Asia. Integrating wearable device data (e.g., heart rate,
sleep patterns) could enhance prediction accuracy, while partnerships with mental
health professionals could ground Al-generated advice in clinical expertise. Most
importantly, we aim to cultivate a global community around this tool one where users

feel supported, not surveilled, by technology.

In closing, this project represents more than a technical achievement; it embodies our
belief that innovation should serve humanity’s deepest needs. By transforming
smartphones often criticized for fueling distraction and isolation into instruments of

empathy and self-awareness, we hope to contribute to a future where technology and
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mental well-being coexist in harmony. As we continue refining this system, our team
remains committed to a simple yet powerful vision: a world where no one struggles in
silence, and where digital tools become allies in the journey toward psychological

resilience.
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APPENDIX

The appendix section provides supplementary materials, technical details, and

additional information that support the research and development of the mental health

monitoring system. This section includes datasets, system architecture diagrams, code

snippets, testing results, and other relevant documentation.

Datasets Used

Sentiment Analysis Dataset

Source: Kaggle
Size: 53,043 entries

Features: Text statements (features) and mental health states (target
labels).

Purpose: Used for training the sentiment analysis model to detect

emotional states such as stress, anxiety, and depression.

Screen Time Analysis Dataset

Source: Kaggle
Size: 10,000 entries

Features: Age, Gender, Technology Usage Hours, Social Media Usage
Hours, Gaming Hours, Screen Time Hours, Mental Health Status,
Stress Level, Sleep Hours, Physical Activity Hours, Support Systems
Access.

Purpose: Used for training the screen time analysis model to predict

mental health states based on behavioral patterns.
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System Architecture Diagram

e A detailed diagram illustrating the architecture of the system is provided. It

includes components such as:
e Mobile app (Flutter-based)
e Web extension (JavaScript-based)

o Backend servers (NodeJS for APl management and Flask for machine

learning operations)
e MongoDB database

e Integration with OpenAl and Stripe services.

API Testing via Postman

« Endpoint /predict-mental-health: Successfully processed requests with

an average latency of <1.5 seconds under high-load conditions.

o Endpoint /get-screen-time: Returned accurate screen time metrics for

authenticated users with a success rate of 98%.

Machine Learning Model Performance

o Logistic Regression Accuracy: 77.22%

o XGBoost Accuracy: 84.3%

User Feedback Summary

o Beta testing involved 50+ users from diverse backgrounds (students and

professionals). Feedback highlighted:
o High satisfaction with chatbot responses (85% positive feedback).

o Appreciation for data visualization in the mobile app dashboard.
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o Concerns about privacy were addressed through clear communication

about encryption protocols.

Ethical Guidelines

o Details on how sensitive data was handled responsibly:
e AES-256 encryption for data storage.
« Crisis escalation protocols for users exhibiting high-risk behaviors.

o Adherence to GDPR standards.
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GLOSSARY

This glossary provides definitions and explanations of key terms and concepts used

throughout the research project.

A

AES-256 Encryption: A robust encryption standard that ensures data security
by encrypting sensitive information, making it inaccessible to unauthorized

users.

Chatbot: An Al-powered conversational agent designed to interact with users,

provide support, and offer personalized recommendations based on user inputs.

Crisis Escalation Protocols: Automated procedures implemented in the
system to identify high-risk behaviors (e.g., suicidal ideation) and redirect

users to professional resources or crisis hotlines.

Data Privacy: The practice of ensuring user data is collected, stored, and

processed in a secure and ethical manner, adhering to regulations like GDPR.

Differential Privacy: A technique used to anonymize data by adding
controlled noise, ensuring individual user data cannot be identified while still

allowing meaningful analysis.

Flutter: A cross-platform framework used for developing mobile applications

with a single codebase for both Android and i0S platforms.

GDPR (General Data Protection Regulation): A regulation in the European
Union that governs data protection and privacy for individuals, ensuring

transparency and security in data handling.

53



JWT (JSON Web Token): A secure method for transmitting information
between parties as a JSON object, used for user authentication in the system.

Logistic Regression: A machine learning algorithm used for binary
classification tasks, such as predicting mental health states based on textual

inputs.

Machine Learning (ML): A subset of artificial intelligence that involves
training algorithms on data to make predictions or decisions without explicit

programming.

MongoDB: A NoSQL database used for storing user data, behavioral metrics,

and other structured or semi-structured information.

NodeJS: A JavaScript runtime environment used for building scalable backend

servers and managing API requests.

Natural Language Processing (NLP): A field of artificial intelligence
focused on enabling computers to understand, interpret, and respond to human

language.

OpenAl GPT-3.5 Turbo: A generative Al model used in the chatbot to
provide empathetic and context-aware responses based on user inputs.

Postman: A tool used for testing APIs by sending requests to endpoints and

validating responses for functionality, performance, and security.
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e Prompt Engineering: The process of designing input prompts for generative

Al models to elicit specific responses or behaviors.

e Screen Time API: An Android API used to track app usage metrics such as

duration, frequency, and temporal patterns.

o Sentiment Analysis: The process of analyzing textual data to determine the

emotional tone or sentiment of the content (e.g., stress, anxiety).

o Stripe Payment Gateway: An online payment processing platform integrated

into the system for handling subscriptions securely.

e TF-IDF (Term Frequency-Inverse Document Frequency): A statistical
method used in natural language processing to evaluate the importance of

words in a document relative to a collection of documents.

e XGBoost (Extreme Gradient Boosting): A machine learning algorithm
known for its high performance in classification tasks. It was used in this

research for screen time analysis.

This glossary serves as a reference for understanding the technical terms and concepts

discussed throughout this research project.
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